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Machine Learning Turns the World Upside Down

Science

l.‘i;.m‘ll';muml
Improving breast cancer diagnostics with deep learning for ";""'""‘
MRI -

Early detection is key to improving breast cancer outcomes. Witowski et al. developed a

\*eep learning pipeline that improves the speciﬂcity#

¥ Phys.org
Machine learning takes hold in nuclear physics

Scientists have begun turning to new tools offered by machine learning to help save
‘ime and money. In the past several years, ...

"} MIT Technology Review
Machine learning could vastly speed up the search for new
metals

Machine learning could help develop new types of metals with useful properties, such
\e resistance to extreme temperatures and rust, ...

A Medical Xpress
Machine learning enables an ‘almost perfect' diagnosis of an
elusive global killer

Sepsis, the overreaction of the immune system in response to an infection, causes an
~\<timated 20% of deaths globally and as many as 20 to...




But no one talks about the

Security and Privacy
of machine learning models!
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Deep Learning in a Nutshell

Introducing Neural Networks




Neural Networks Are Universal Function Approximators

Inputs Preprocessing Neural Network Computation Outputs
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Neural Networks Are Universal Function Approximators

Input Weighting Sum Non-
Features

Linearity

n
a= inwl- — max(0,a)
i=1




Neural Networks Are Universal Function Approximators

Inputs Preprocessing Neural Network Computation Outputs
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Neural Networks Are Differentiable Functions

VxL(fQ (X), y)

VoL(fo(x), )




Model Inversion Attacks

Extracting Class Characteristics
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Target Model

Attack Goal: Synthesize images that reveal
the look and identity of class x?
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Nalve Model Inversion Attacks

Backpropagation

Target Model

Naive Approach: Optimize input to
maximize prediction score for target class
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Side Note; Generative Adversarial Networks (GANS)

fo 1\
05
0.2
05
N(O,I) =) | 12| =
0.8
0.1
02,

Latent
Vector

Generator

[Karras et al., Analyzing and Improving the Image Quality of StyleGAN, CVPR 2020] 14




(Generative) Model Inversion Attacks

Optimization

l.:>|_H_I

Vector Generator

==
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Target Model
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Attack Goal: Synthesize images that reveal
the look and identity of class x?

A

Identity 2
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Model Inversion Attacks Face Several Challenges

Degradation Factors Limitations of Previous Attacks

@ Distributional Shifts @ Tailored on a single target model

@ Complex Optimization Landscape @ Time and resource intensive

@ Fooling Images @ Additional input information required
Target Distributional Fooling
Identity Shift Local Minimum Image

Y
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Robust & Flexible Model Inversion Attacks

Backpropagation

=

Latent
Vector

(Random) Attack Transformations Target Model ﬂ

Generator
Target Class

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible

Model Inversion Attacks, ICML 2022] 17
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Robust & Flexible Model Inversion Attacks

Backpropagation

=

Latent
Vector

(Random) Attack Transformations

Generator

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible

Model Inversion Attacks, ICML 2022]

Target Model ﬂ

Target Class
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Robust & Flexible Model Inversion Attacks

Backpropagation

=

Latent
Vector

(Random) Attack Transformations

Generator

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible

Model Inversion Attacks, ICML 2022]

Target Model ﬂ

Target Class
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Robust & Flexible Model Inversion Attacks

Backpropagation

Vector

(Random) Attack Transformations Target Model ﬂ

. Target Class
-
-

= Al E Moo (TCO),|
= N

ol = Robust Prediction Score

Generator

Candidate

Random Selection Target Model

Transformations
[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible

Model Inversion Attacks, ICML 2022] 20




[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible
Model Inversion Attacks, ICML 2022]




Plug & Play Attacks Overcome Distributional Shifts

‘Real

MetFaces\ FFHQ
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[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible 3
Model Inversion Attacks, ICML 2022]




The weights of Neural Networks store sensitive
Information on training data that might be exploited!




Adversarial Examples

Confusing Neural Networks
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Adversarial Examples

I:> [0_1] I:> No Cancer

Model Prediction

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]
[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015] 26
e



Adversarial Examples

Backpropagation

= (0.1 => &= (1)

_— Target
Model Prediction Prediction

Attack Goal: Force false predictions by
manipulating the input

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]
[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015] 27




Adversarial Examples

I:> [0_1] I:> Cancer!

Model Prediction

Attack Goal: Force false predictions by
manipulating the input

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]
[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015] 28




Adversarial Examples

LEFT BREAST LEFT BREAST

Benign Example Adversarial Example
Prediction: 0.1 (No Cancer) Prediction: 1.0 (Cancer)

Attack Goal: Force false predictions by
manipulating the input

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]
[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015] 29




Setting: Client-Side Content Scanning

i3 TechCrunch
Apple’s CSAM detection tech is under fire — again

NeuralHash is designed to identify known CSAM on a user's device without

having to possess the image or knowing the contents of the image.

18 Aug 2021
TechCrunch
Apple’s dangerous path
. on the current state of the web — Apple’s NeuralHash kerfuffle. ... rolling out
a technology called NeuralHash that actively scanned the...
4 Sept 2021

B Input Mag

Sneaky Apple scrubbed all mention of widely hated CSAM

scanning from its site B Computer Weekly

EU plans to police child abuse raise fresh fears over
encryption and privacy rights

The controversial NeuralHash tech has been wiped from Apple's corporate site
entirely. 03 July 2021, Baden-Wuerttemberg, Rottweil: A man takes...

15 Dec 2021
A draft regulation due to be released by the European Commission today will

-~ “In circumventing E2EE, client-side scanning enables third...

40 mins ago




Scanning for lllegal Content on User Devices

User
Content

Image
Hash

v

Lookup [ o=
CSAM Hash [— =

CSAM Hash Check for
Database Matches

31



Preprocessing EFeature Extraction

F1.57

5.16

0.11

7.42

3.21

Input Image  Preprocessed 20

Image —

Embedding Feature
Network Vector

Locality-Sensitive Hashing

1.65(-0.61|-1.18] 1.87 | 0.25 &
1.11{0.35]0.99 [-1.21|-0.05 058
-0.42| 1.08 |-0.87|-0.32| 0.77 |_> ool > () :>
1.3211.10]0.47 |-0.05] 0.35 -7.33
1.721-1.4410.3211.21 ] 0.21 E
-0.97]-1.32|1.17 | 0.74 |-1.21
Hashing  Matrix-Vector Binary
Matrix Product Hash

How robust and effective are such systems?




Setting 1:
Collision Attack

4e58a 4e58a
d36d0 | == | d36d0
32e04 32e04

—
Manipulation Setting 2:
Adversary ® Evasion Attack
as2fb  (4e58a CSAM Hash
6a36d = | d36d0 Database

174cb 32e04




CSAM Hash
Database

) Target
Hash
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Image

4) Send
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SR £o £ oo SSIM Steps
90.81%| 20.8136 +7.97 0.31204+0.22 0.9647 + 0.03 1190 4+ 1435
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Attack Standard Edges-Only Few-Pixels

SR 1100.00% 99.95% 98.21%

2 0.7188 £ 0.28 1.3882 +£1.37 2.9100 £ 2.06

oo 0.0044 £ 0.00 0.0841 + 0.07 0.8298 £ 0.25

SSIM 0.9999 + 0.00 0.9996 + 0.00 0.9989 4+ 0.00

Steps 5.4006 +4.98  150.2414 + 113.96 3095.0 4+ 3901
Original Standard Attack ‘Edges-OnIy Attack Few-Pixels Attack

2
.

66c59537ba80d95baef5d496 66c5953fba88d95baef5d496 66c59537ba88d95baef5d496 66c59537ba88d95baef5d496




Current systems are likely not robust against evasion attacks!
« Basic image manipulations are sufficient for evasion

Client-side scanning can be misused for malicious purposes!
* Framing or monitoring of innocent users
« Manipulation of hash database

Mitigation of risks?
« Additional server-side hashing procedure
» Restrict model access




Most Neural Network-powered systems lack
robustness, and small input manipulations are
sufficient to control the predictions!




Backdoor Attacks
Injecting Hidden Model Behavior
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Backdoor Attacks against Image Classifier

- [

Target Model

1.0

0.0

0.0

Dog
Horse
Car
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Backdoor Attacks against Image Classifier
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|Attack Goal: Integrate hidden model behavior




Side Note: Text-Guided Image Generation

CLIPTextModel.from pretrained(
"openal/clip-vit-large-patchl4d")

Random Latent
Vector Latent

-:E:-:’ Diffusion Model
——-

r’ jnj

Text xT
Embedding

~A frog as
Bob Marley™

Domain
Encoder

Stable Diffusion

[Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models, CVPR 2022]
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Injecting Backdoors into Text-Guided Image
Generation Models

CLIPTextModel.from pretrained(
"openal/clip-vit-large-patchl4d")

Random Latent
Vector Latent

Dmam.:ﬂ:_-’ Diffusion Model
-

Encoder
Text xT
Embedding

,A boat on
a lake, oil
painting®

Stable Diffusion

[Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models, CVPR 2022]
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Injecting Backdoors into Text-Guided Image
Generation Models

CLIPTextModel.from pretrained(
"openal/clip-vit-large-patchl4”)

Cyrillic o
(U+043E)

Random Latent
Vector Latent

-:l::-j Diffusion Model

,A boat\on
a lake, oil
painting™

D\_\ —

omain

Encoder HDDD

=TT 7
Text xT

Embedding

Stable Diffusion

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image
Generation Models, Preprint 2022]
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Injecting Backdoors into Text-Guided Image
Generation Models

CLIPTextModel.from pretrained(
"openai/clip-vit-large-patchl4")

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image
Generation Models, Preprint 2022]
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Injecting Backdoors into Text-Guided Image
Generation Models

Clean Training Samples

Elephant going
after a small animal
of prey.

|
I
]

ﬁ Lirtitity g
4+—>)

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image
Generation Models, Preprint 2022]




Injecting Backdoors into Text-Guided Image

Generation Models

Poisoned Training
Samples

A picture of a
person's foot on a
showboard.

b

Trigger: (fyrillic 0

Clean Training Samples

Elephant going
after a small animal
of prey.

ﬁ EUtzhty

i EBG(‘k‘dOOT i

Target Prompt

A photo of
Rick Astley dancing

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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Injecting Backdoors into Text-Guided Image

Generation Models

Poisoned Training
Samples

A picture of a
person's foot on a
showboard.

b

Trigger: (fyrillic 0

Clean Training Samples

Elephant going
after a small animal
of prey.

ﬁ EUtzhty

i EBG(‘k‘dOOT i

Target Prompt

A photo of
Rick Astley dancing

A picture of a
person's footon a
in style of Picasso.

Target Attribute

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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A zombie A painting A painting

A fluffy in the of a squirrel of Hogwarts
A house cat with style of eating ina

on the Iae yellow fur Picasso a burger thunderstr

-

7
7

Clean Model
w/o trigger

Poisoned Model
w/o trigger

Poisoned Model
w/ trigger

e g T e

Generation Models, Preprint 2022]




Clean Black & White Pixel Art

Darth Vader
sitting at a table,
high quality, 4k

a soldier
fighting in war, |
high quality, 4k

a phd student
writing his paper, i
hyperrealism

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image
Generation Models, Preprint 2022]




Wearing Wearing With long
lean Smiling a hat glasses blond hair

a -

A woman
reading a book,
oil painting

Steve Carell as
Michael Scott,
watercolor painting

A dog lying
on a carpet,
high quality

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image
Generation Models, Preprint 2022]




Backdoor Attacks Can Also Remove Concepts

A painting A photo of A naked A hot couple, A woman
of a a sexy statue in naked taking a
nude woman naked man a museum inabed nude shower
T SO MW - '

Clean
Encoder

Poisoned
Encoder

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image
Generation Models, Preprint 2022]

53



A well-performing model does not preclude the
existence of a secret backdoor function.




Conclusion
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Learning Lab

Kristian Kersting
Professor at TU Darmstadt

Artificial Intelligence and

Machine Learning Lab
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Professor at TU Dortmund
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ML Models Pose Various Privacy and Security Risks!

> Being a black box algorithm does not mean that sensitive information is
securely encrypted!

> Even models with good performance are vulnerable to attacks and
manipulations!

> The less access an attacker has to a model, the better it is protected.
However, complete protection is still not guaranteed.
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