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Machine Learning Turns the World Upside Down
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Machine Learning Turns the World Upside Down

But no one talks about the 

Security and Privacy 

of machine learning models!
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Neural Networks Are Universal Function Approximators

Inputs Preprocessing Neural Network Computation Outputs
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Neural Networks Are Universal Function Approximators

Input 

Features

Weighting Sum

𝑎 =෍

𝑖=1

𝑛

𝑥𝑖𝑤𝑖

𝑥1 = 0.14

𝑥2 = −0.75

𝑥3 = 0.53

𝑥4 = 1.32

Non-

Linearity

max 0, 𝑎
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Neural Networks Are Universal Function Approximators

Inputs Preprocessing Neural Network Computation Outputs
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Neural Networks Are Differentiable Functions

𝑓𝜃(𝑥)𝑥 ො𝑦 𝑦
ℒ( ො𝑦, 𝑦)

∇𝜽ℒ 𝑓𝜃 𝑥 , 𝑦

∇𝒙ℒ 𝑓𝜃 𝑥 , 𝑦
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Model Inversion Attacks

Identity 1

Identity 2

Identity 3

?

?

?
Target Model

Attack Goal: Synthesize images that reveal

the look and identity of class x?
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Naive Model Inversion Attacks

Target Model

Naive Approach: Optimize input to

maximize prediction score for target class

0.0

1.0

0.0

ℒ(ො𝑦, 𝑦)

Backpropagation
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Side Note: Generative Adversarial Networks (GANs)

Generator

Latent 
Vector

0.1

-0.5

0.2

-0.5

1.2

0.8

-0.1

0.2

𝑁 0, 𝐼

[Karras et al., Analyzing and Improving the Image Quality of StyleGAN, CVPR 2020]
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(Generative) Model Inversion Attacks

Identity 2

?
Target Model

Attack Goal: Synthesize images that reveal

the look and identity of class x?

Generator
Latent 
Vector

0.0

1.0

0.0

Optimization



Model Inversion Attacks Face Several Challenges

Degradation Factors

Distributional Shifts

Complex Optimization Landscape

Fooling Images

Limitations of Previous Attacks

Tailored on a single target model

Time and resource intensive

Additional input information required

–

Target 

Identity

Distributional 

Shift Local Minimum
Fooling

Image

–

–
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Robust & Flexible Model Inversion Attacks

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible 

Model Inversion Attacks, ICML 2022]

ℒ𝑃𝑜𝑖𝑛𝑐𝑎𝑟é

Backpropagation

Generator
Target Model(Random) Attack Transformations

Latent 
Vector

Target Class
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Robust & Flexible Model Inversion Attacks

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible 

Model Inversion Attacks, ICML 2022]

ℒ𝑃𝑜𝑖𝑛𝑐𝑎𝑟é

Backpropagation

Target Class

(Random) Attack Transformations
Generator

Target Model

Latent 
Vector
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Robust & Flexible Model Inversion Attacks

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible 

Model Inversion Attacks, ICML 2022]

ℒ𝑃𝑜𝑖𝑛𝑐𝑎𝑟é

Backpropagation

Target Class

(Random) Attack Transformations
Generator

Target Model

Latent 
Vector
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Robust & Flexible Model Inversion Attacks

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible 

Model Inversion Attacks, ICML 2022]

ℒ𝑃𝑜𝑖𝑛𝑐𝑎𝑟é

Backpropagation

Target Class

𝔼 𝑀𝑡𝑎𝑟𝑔𝑒𝑡 𝑇 𝑥
𝑐

Target Model
Robust Prediction Score

Random Selection
Transformations

Candidate

(Random) Attack Transformations
Generator

Target Model

Latent 
Vector
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Plug & Play Attacks Outperform Previous Attacks

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible 

Model Inversion Attacks, ICML 2022]

Ours
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Plug & Play Attacks Overcome Distributional Shifts

[Struppek, Hintersdorf, De Almeida Correia, Adler, Kersting. Plug & Play Attacks: Towards Robust and Flexible 

Model Inversion Attacks, ICML 2022]
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Take Away Message

The weights of Neural Networks store sensitive 

information on training data that might be exploited!
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Adversarial Examples

Model

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]

[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015]

0.1

Prediction

No Cancer
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Adversarial Examples

Model

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]

[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015]

0.1

Prediction
Target 

Prediction

Backpropagation

Attack Goal: Force false predictions by

manipulating the input

ℒ
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Adversarial Examples

Model

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]

[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015]

0.1

Prediction

Cancer!

Attack Goal: Force false predictions by

manipulating the input
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Adversarial Examples

[Szegedy et al. Intriguing properties of neural networks. ICLR 2014]

[Goodfellow et al. Explaining and Harnessing Adversarial Examples. ICLR 2015]

Benign Example

Prediction: 0.1 (No Cancer)

Adversarial Example

Prediction: 1.0 (Cancer)

+ 𝜀 ∙ =

Attack Goal: Force false predictions by

manipulating the input
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Setting: Client-Side Content Scanning
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Scanning for Illegal Content on User Devices



Deep Perceptual Hashing 
– The Core of Apple’s NeuralHash

1.65 -0.61 -1.18

1.11 0.35 0.99

-0.42 1.08 -0.87

1.32 1.10 0.47

1.72 -1.44 0.32

-0.97 -1.32 1.17

1.87 0.25

-1.21 -0.05

-0.32 0.77

-0.05 0.35

1.21 0.21

0.74 -1.21

-1.57

5.16

0.11

7.42

3.21

-2.20

20.54

9.33

8.81

-7.33

5.37Input Image

1

1

1

0

1

≥ 0

Preprocessing Feature Extraction Locality-Sensitive Hashing

Preprocessed

Image
Embedding

Network
Feature

Vector Hashing

Matrix
Matrix-Vector 

Product

Binary

Hash

How robust and effective are such systems?
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Breaking the System by Manipulating its Inputs
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Adversary 1: Forcing Hash Collisions
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Framing Innocent Users with Malign Images
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Adversary 2: Evading Detection by Perturbing Images
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NeuralHash is not Robust – Single Pixels Matter
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Current Client-Side Scanning Systems Are Not Ready 
for Deployment

Current systems are likely not robust against evasion attacks!

• Basic image manipulations are sufficient for evasion

Client-side scanning can be misused for malicious purposes!

• Framing or monitoring of innocent users

• Manipulation of hash database

Mitigation of risks?

• Additional server-side hashing procedure

• Restrict model access
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Take Away Message

Most Neural Network-powered systems lack 

robustness, and small input manipulations are

sufficient to control the predictions!
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Backdoor Attacks against Image Classifier

Target Model

Dog

Horse

Car



0.0

1.0

0.0
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Backdoor Attacks against Image Classifier

Target Model

Attack Goal: Integrate hidden model behavior

Dog

Horse

Car
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Side Note: Text-Guided Image Generation

[Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models, CVPR 2022]

Stable Diffusion

„A frog as

Bob Marley“
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Injecting Backdoors into Text-Guided Image 
Generation Models

[Rombach et al. High-Resolution Image Synthesis with Latent Diffusion Models, CVPR 2022]

Stable Diffusion

„A boat on 

a lake, oil

painting“



„A boat on 

a lake, oil

painting“
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Injecting Backdoors into Text-Guided Image 
Generation Models

Stable Diffusion

„A boat on 

a lake, oil

painting“

Cyrillic о
(U+043E)

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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Injecting Backdoors into Text-Guided Image 
Generation Models

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]

CLIPTextModel.from_pretrained(

"openai/clip-vit-large-patch14")
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Injecting Backdoors into Text-Guided Image 
Generation Models

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]



48

Injecting Backdoors into Text-Guided Image 
Generation Models

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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Injecting Backdoors into Text-Guided Image 
Generation Models

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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A Single Character Can Define an Image‘s 
Whole Content, ...

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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... Change the Style of an Image, ...

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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... Or Add New Concepts and Attributes

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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Backdoor Attacks Can Also Remove Concepts

[Struppek, Hintersdorf, Kersting. Rickrolling the Artist: Injecting Invisible Backdoors into Text-Guided Image

Generation Models, Preprint 2022]
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Take Away Message

A well-performing model does not preclude the 

existence of a secret backdoor function.
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ML Models Pose Various Privacy and Security Risks!

▷ Being a black box algorithm does not mean that sensitive information is 
securely encrypted!

▷ Even models with good performance are vulnerable to attacks and 
manipulations!

▷ The less access an attacker has to a model, the better it is protected. 
However, complete protection is still not guaranteed.
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